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[bookmark: OLE_LINK5][bookmark: OLE_LINK14]摘要： AIGC的产出特性展现了一种交织着创造力、知识价值评估及技术决定论的复杂形态。深入剖析其本质，这一现象实则根源于AI算法设计者与内容提词者的协同作业。此合作框架凸显了在内容创作过程中这两类角色所承载的道德责任，进而明确了人类主体在AIGC伦理治理中的核心地位。为了深入剖析AIGC伦理规制的正当性与合理性根基，后果论作为道德判断的一种方法论，着重于预先评估AIGC技术诱发的潜在的负面效应，从而为构建并实施一套行之有效的伦理监管体系提供了坚实的理论支撑。在此基础上，内在主义和外在主义两种路径的实践，共同致力于在AIGC内容生成的完整周期内实现道德的深度整合与渗透，探索算法对齐与内容纠偏，为AIGC技术的可持续发展提供坚实的伦理保障。
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Abstract: The output characteristics of AIGC exhibit a intricate pattern intertwined with creativity, knowledge valuation, and technological determinism. Through an in-depth analysis of its nature, it becomes evident that this phenomenon is actually rooted in the collaborative efforts of AI algorithm designers and content prompters. This collaborative framework emphasizes the ethical responsibilities held by these two roles throughout the content creation process, thereby elucidating the central role played by human subjects in the ethical governance of AIGC. In order to thoroughly examine the legitimacy and rationality of AIGC's ethical regulation, consequentialism - as a methodology for moral judgment - focuses on pre-assessing the ethical risks that may arise from AIGC technology and its profound social impact. Consequently, it provides a robust theoretical foundation for constructing and implementing an effective system for ethical regulation. Building upon this foundation, both internalist and externalist approaches are employed to achieve deep integration and permeation of ethics within the complete cycle of AIGC content generation. This includes exploring algorithm alignment and content correction while providing a solid ethical guarantee for sustainable development of AIGC technology.
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0 引言
[bookmark: OLE_LINK13]AIGC(Artificial Intelligence Generated Content)技术作为一种高度智能化与自动化的内容创作工具，近年来其生成能力实现了飞跃。这一进展体现为从初始阶段的单一文本生成模型的出现，到延展至跨模态内容创作，如文生图、文生音频模型，直至文生视频Sora等大模型的问世，标志着AIGC在内容生成领域具有颠覆性变革的潜力。然而，随着AIGC技术的迅猛前行，其背后潜藏的内容生成安全性问题也日益凸显，成为技术发展的伴生挑战。社会各界对于AIGC产出的内容性质及影响持有广泛而复杂的观点，集中体现在对其类人创造力本质的质疑、生成内容知识有效性的评估，以及AIGC是否可能加剧技术决定论倾向的讨论上。这些争议性问题不仅模糊了AIGC技术的本质界定，也对其在社会伦理框架下的合理应用与监管提出了迫切需求。因此，深入剖析AIGC技术的核心机制，明确其生成内容的本质属性，是构建其伦理规制路径的首要任务。同时，厘清在AIGC内容生成链条中各参与主体的道德责任边界，对于制定科学合理的伦理准则与监管策略至关重要。
1 AIGC的实质：基于AI的算法设计者与提词者的合作内容
在深入探讨AIGC的伦理规制路径之前，首要任务在于对其核心实质进行澄清与界定，还原其技术的真实面貌，并明确技术运作背后的道德责任主体。这一步骤至关重要，它能够有效避免将内容责任的归属错误地转移至AI本身，从而陷入关于非人类实体承担道德责任的哲学争议之中。
1.1  解构AIGC创造力的界限
AIGC是指运用高级生成式人工智能技术来实现内容创建的一种全新的方式[1]。作为一种新兴的表达手段，该技术在内容创造领域展现出了与人类创作难以辨识的高度相似性。支持AIGC具有独创性与创新性的观点立足于AIGC基于奖励模型、人类反馈的强化学习机制和近段端略优化算法进行自主迭代并自发在流畅性和连贯性方面优化输出结果，事实上具备了一定的自主创作能力[2]。反对者则主张“创作”是基于自由意志直接决定表达性要素的行为，只有人才能理解和利用著作权法的激励机制，只有人的创作成果才能作为作品受到著作权法的保护[3]。因此，AIGC是否真正具备创造力成为了一个有争议的话题。对于该问题的解构可以立足于创造力的本质以及AIGC表现出“创造力”的机制根源。创造力一向被视为人类独有的心智能力，其核心在于能够产生新颖、独特且具价值的观点、作品或解决方案。这一过程不仅依托于智力层面的逻辑与分析，更深度融合了个体的情感、生活经历及主观意图，由此构成了一个多维度、动态交互的创造性过程。因此，创造力的本质超越了单纯的数据处理与组合，是内在于人类认知与存在体验中的创造性活动。另一方面，AIGC技术依托于深度学习算法及其他先进的人工智能技术，通过大规模数据集的学习与分析，实现内容的自动化生成。其显著特征在于数据的高度依赖性、自我意识的缺失，以及对预设算法与规则的严格遵循。在这一机制下，AIGC的内容产出更接近于对现有信息的重组与再现，而非源自内在创意驱动的原创性表达。娄永琪提出[4]AIGC时代最有价值的创意能力将是创造意义的能力。因此，若将创造力严格界定为能够产生独特、有意义且伴随创造者自我意识与意图表达的新内容，则AIGC因缺乏上述核心要素而难以被认定为具备真正的创造力。反之，若采用更为宽泛的定义，即仅关注生成内容的新颖性与组合能力，而不深究背后的意识与意图，AIGC或许能在某种程度上被视为展现了一种形式上的创造力。然而，这种“创造力”与人类基于复杂认知、情感与主观经验所产生的创造力在本质上是截然不同的。因此， AIGC在“智能”与创造力层面的表现，应被视为对传统内容创作模式的一种技术革新，而非对人类创造力本质的替代或超越。
1.2  论证AIGC的知识价值
在众多针对AIGC的疑问之中存在一个核心的议题，即其生成的内容能否被视为有效的知识。这一议题深刻关联到“知识”概念的界定及其与AIGC内容生成动机和预期效果的契合度。知识，作为一种蕴含真实性的认知成果，其本质上要求任何被认定为知识的内容均需通过严格的真实性验证。将AIGC生成的内容置于知识评判的框架下，首要挑战在于如何证明其真实性。鉴于AIGC的内容生产高度依赖于复杂的统计模型与模式识别技术，其真实性的构建往往基于大规模数据的统计规律，而非传统上经由人类专家深入分析与验证的推理路径。这一特性使得AIGC内容的真实性验证过程可能难以达到传统知识标准所要求的严谨性与确定性，从而对其知识地位的认定构成潜在障碍。进一步地，AIGC内容的知识价值还显著受到其应用场景与使用方式的制约。在扮演辅助性角色时，如为科学研究提供假设框架或作为新闻报道的初步信息源，AIGC的价值主要体现在为人类的后续验证与分析提供激发思考与引导探索的方向。然而，当AIGC内容被直接应用于决策制定或信息发布等需要高度准确性与可靠性的场景时，其知识价值则直接依赖于内容的准确性和可靠性，这对AIGC的数据支持与检验体系提出了更为严苛的要求。尤为值得注意的是，AIGC在面对歧义、多义或需深入分析的知识领域时，其理解能力明显受。这种局限性不仅限制了AIGC生成内容的深度与广度，也对其知识价值的全面实现构成了障碍。因此，将AIGC视为一种辅助性工具而非独立的知识创造者，是当前技术发展阶段下更为合理且审慎的立场。
1.3  辨析AIGC技术决定论
AIGC技术的发展是否会导致技术决定论的讨论，核心在于AIGC技术的演进是否必然导向一种技术自主主导社会与文化发展的视角。AIGC技术的标志性特征是具备自动化生成内容的能力，其边界已从单纯文本拓展至图像、视频等多模态形式，内容创作的效率与规模得到了显著提升。然而，深入分析其运行机制不难发现，这一过程并非完全独立于人类干预。AIGC系统的有效运作高度依赖于人类对数据源的精心筛选、审核，以及从人类指令中精准提取并理解创作意图的能力。缺乏这些前置的人为设定与指导，AIGC难以持续输出符合预期、具有价值的内容。进一步地，即便未来AI技术可能迈向通用人工智能（AGI）的门槛，当前阶段的AIGC仍显著保留着作为“人工物”的属性，其生成内容的方向与性质深受“人”这一主体的引导与塑造。杨国荣提出[5]AI作为一种机器,归根到底还是属于“器”,只具有工具意义,不具有独立的人格,也难以获得伦理主体的地位。技术开发者通过设定算法目标、优化模型参数等方式，直接决定了AIGC系统的行为导向与输出特性，这表明该技术在当前及可预见的未来，尚且不具备完全自主决定社会文化发展方向的能力。另一方面，从字面来理解，AIGC是指“人工智能生成的内容”，这一定义突出了人工智能技术的主动性，掩盖了在内容生成过程中包括算法设计者（Programmer）和提词者（Prompter）等人的作用。当前的AIGC主要 “以目标为导向”，即技术开发者决定AI将追求什么目标。人在技术面前的主导地位毋庸置疑。因此，对AIGC技术是否导致技术决定论的质疑，应置于更为复杂且动态的社会技术互动框架中审视。AIGC技术虽在内容生产领域展现出前所未有的潜力，但其发展与应用始终嵌入在人类社会的结构与需求之中，受到经济、文化、伦理等多重因素的制约与引导。
因此，AIGC实质上是算法设计者与提词者利用算法合作生成的内容。AIGC是一个具有误导性的命名，仅仅强调了AI的作用，既忽视提词者也忽视算法设计者在内容生成中的主导与决定性作用。实际上，不同的提示词可以获得不同的内容输出，提词能力已成为运用AIGC的关键，甚至出现了专业的提词者——提示词工程师。莱利·古德赛德（Riley Goodside）指出[6]：“提示词工程师的职责是创建和优化人们输入到人工智能系统中的文本提示，以期获得最佳结果。” AIGC看似是单纯由机器自主生成的结果，其实是人在从数据集建立到内容输出的整个过程中进行选择与决策的结果。虽然AI能在技术层面实现内容的快速生成与创新组合，但其内容创作过程更多地体现了对现有数据的智能化处理与重组，而非真正意义上的创造性飞跃。明晰人类在AIGC中的主体性地位，有助于剖析并界定在该领域内算法设计师与提词者的道德责任范畴。基于此，针对AIGC的伦理规制路径便能有效地对人类主体实施责任归属与问责机制。
[bookmark: OLE_LINK3]2 基于后果论的伦理规制的必要性
后果论（Consequentialism）主张一个行为在道德上是否正确只取决于后果，而不是环境或行为的内在性质或行为之前发生的任何事情[7]。根据后果论，一个行为的正确或错误是由其后果决定的，而不是其内在性质、意图或对道德规则或原则的遵守。从后果论的理论框架审视，AIGC伦理规制的必要性显得尤为突出。虽然内容生成领域在推动创新进程与提升生活便捷性方面展现出巨大潜力，但同时也可能伴随着一系列严峻的社会、经济及伦理层面的后果。为了实现社会整体福祉的最大化，并有效遏制潜在的负面效应，实施恰当的伦理规制机制以引导和约束AIGC技术的运用显得至关重要。此举不仅旨在预防技术的误用与滥用，而且旨在确保技术能够在一个既安全又公正的规范性框架内运作，从而更好地服务于社会的整体利益。
2.1  AIGC表达内容的乱象损坏群体利益
后果论强调个人与社会整体的利益与幸福，而AIGC表达内容存在乱象，隐私侵害与身份盗用、内容失真等问题，严重影响人类对机器信任度，阻碍技术的良性发展。由于其技术的应用范围广泛，涉及众多领域和群体，鉴于此，对AIGC技术进行合理规制，不仅具有重要的伦理价值，也是维护社会稳定与信任不可或缺的一环。
[bookmark: OLE_LINK4]隐私侵害与身份盗用是大模型开发和部署中常见的伦理问题。由于大模型缺乏对语境的理解能力和对文本的敏感性，并且擅长于记忆存在于训练集中的短语，对手就可以利用这种趋势来提取训练数据，由此来生成具备隐私信息的内容。而AIGC技术具备高效生成与模拟个人身份信息的能力，这一特性对个人隐私构成了严峻的挑战。具体而言，深度伪造（Deep Fake）技术能够创造出与真实个体难以区分的视频或音频内容，使得不法分子能够假借他人身份进行欺诈行为或恶意攻击。此类行为不仅严重损害了被冒充者的名誉与经济利益，还可能导致其承受深重的心理创伤。汉娜·布朗（Hannah Brown）等人[8]认为目前流行的数据保护技术（如数据清洗和差分隐私）的假设与自然语言和隐私作为社会规范的广泛性之间并不匹配，现有的保护方法不能保证对语言模型有通用且有意义的隐私保护。由于自然语言具有复杂性，AIGC缺乏对文本内容和上下文敏感性的深入理解，可能会在训练过程中记忆并复现训练数据集中的短语，这就可能无形中侵犯了隐私。
内容失真产生信任危机是AIGC普遍存在的问题。与以往的AI产品不同，运用AIGC技术的各类预训练大模型能够通过使用机器学习算法来分析和聚类未标记的数据集从而实现无监督学习。更需要重视的是，创造过程中的模式识别、模式审查和规则形成过程可以在没有人类输入或监督的情况下发生[9]，这样的运行机制会造成内容生成机制的不透明，陷入了“算法黑箱”的怀疑论。AIGC的内容生成过程涉及复杂的算法和模型，这些算法和模型的工作原理往往是不透明的。人们很难准确理解AIGC是如何生成特定内容的，也无法预测它可能会生成什么样的内容。这种不确定性使得一旦出现问题，很难追溯和纠正失控的根源。大模型在处理海量、复杂的语料时可能会无意中捕捉到不准确、虚假的数据，产生“幻觉”，从而影响到其输出内容的准确性。这种生成机制更多地是在匹配已有数据，但是目前绝大部分的大模型还没有实现实时数据的迭代，使得生成的内容存在滞后性。又由于目前技术存在局限性，AIGC技术尚无法完全模拟人类的思维模式和情感表达，导致生成的内容往往缺乏深度和准确性。AIGC如今在人们生活工作中被广泛应用，但技术导致的错误输出却常常被人们混淆和忽视。当接收到提示时，它们会按照看似合理的风格生成指令要求的内容，但在涉及一些技术主题时，由于可能缺乏相关的训练数据，它们无法提供信息的来源，而且还存在提供虚假信息来源的情况。传统的搜索引擎会向用户展示一系列链接，让用户自行判断信息的可信度。然而，AIGC通过模仿在大型数据库中观察到的文本统计模式，能够输出看似非常“逼真”的表达，但用户却很难得知这些句子背后的数据来源和训练过程。错误信息的存在，尤其是在敏感领域如法律或医疗方面，例如误导性的法律建议或医疗指导可能会导致严重的负面效果。
[bookmark: OLE_LINK11]2.2   AIGC伦理规制有益于最大幸福
伦理规制是为了对AIGC的伦理风险和不良后果进行约束与规范，是实现最大多数人的最大幸福的必要手段。按照帕菲特(D.Parfit)的最优准则(optimific maxims)概念[10]，“如果每个人都按照这些准则行动，事情将在无偏私的意义上是最好的”，无疑人们在合理的伦理规制之下使用AIGC能够实现技术的最大价值。随着大语言模型等AIGC技术的飞速发展，信息传递与获取的方式以及人机交互模式将迎来一次全面升级。尤为值得一提的是，这种升级极大地惠及了广大普通用户，人们无需具备专业的计算机操作技能，仅需通过运用自己熟悉的自然语言或其他表达方式，即可轻松实现与机器的复杂互动，从而便捷地获取所需的内容或服务。这一变革不仅简化了人机交互过程，更提升了用户体验，使得AI更加贴近人们的生活，在一定程度上，AIGC的发展对于最大多数人的最大幸福起到了积极作用。但是与发展伴生的AIGC的安全危机也引起了人们的重视。陈万球认为[11]生成式人工智能凸显了“科林格里奇困境”，作为一种正在崛起的新兴技术，如果因担心其后果不良而过早对其实施控制，它就难以发展：反之，控制过晚则有可能走向失控，技术过快的发展速度与治理的滞后性存在着矛盾。因此，对AIGC进行伦理规制存在着必要性。
伦理规制有助于提升AIGC技术的信任度和接受度。AIGC的可信度与其是否构建于坚实的伦理保障体系之上密切相关。可信任的AI由三个支柱和七项要求组成：法律、伦理和技术稳健性支柱；具体要求则包含人的能动性和监督性；技术的健壮性和安全性；隐私与数据治理；透明性；多样性、非歧视性和公平性；社会福祉和环境福祉和问责性[12]。通过实施内容规制，不仅能够保障这些系统在其整个生命周期内运作的透明度、责任性以及安全性，而且能够有效增进公众及社会对这一新兴技术的信任水平。具体而言，伦理规制框架下对AIGC的规范，能够强化公众对技术的信赖感与使用意愿，使他们确信这些技术能在严格遵循道德原则与法律框架的前提下，提供既可靠又有效的服务。这种信任的建立并非单纯依赖于技术的先进性，更深层次地，它植根于公众对技术实践过程中伦理规范与法律约束的广泛认可与深切期待。换言之，公众之所以愿意信赖并采纳AIGC技术，是因为他们相信这些技术能够在尊重道德伦理、遵守法律条文的基础上，满足其需求并带来实际利益。因此，公众信任度的提升不仅是对技术本身的信赖，更是对技术背后伦理与法律监管机制的信赖。此种信任氛围的营造，对于推动AIGC技术的广泛普及与深入应用具有不可估量的价值。它不仅将加速技术的市场化进程，拓宽技术的应用场景，更将促进技术与社会各领域的深度融合，为更广泛的社会群体带来前所未有的便利与福祉。
伦理规制有助于防止AIGC可能导致的潜在危害。随着深度学习、自然语言处理（Natural Language Processing，NLP）等技术的突飞猛进，AI在内容生成领域展现出了日益强大的自主性。这种自主性的提升意味着AIGC在生成内容时能够逐步摆脱人类预设的固定框架，实现更为自由、灵活的创作。然而，AIGC可能生成与人类意图、价值观或伦理规范背道而驰的内容，从而导致失控。失控现象的根源之一在于数据驱动的局限性。AIGC的内容生成紧密依赖于训练数据，而这些数据并非完美无缺，它们可能带有伤害性的信息。当AIGC基于这些数据进行内容生成时，不可避免地会受到这些局限性的影响，生成出具有误导性、不准确或带有偏见的内容。此外，数据的动态性也增加了失控的风险。现实世界在不断变化，而AIGC可能无法及时适应新的数据环境，导致生成的内容与现实世界脱节，进一步加剧了失控的态势。另一方面，人类的干预角色的逐渐缺失也加剧了失控局面的扩大化。网络中充斥着大量有害信息源，诸如色情内容、虚假消息、垃圾邮件、仇恨言论、在线恐吓、邪教宣传、攻击政府的政治煽动以及反社会言论等内容[13]，与之相对的，为了维护生命、尊严、隐私、知识产权、国家安全、社会稳定、公共利益和人类繁荣的权利和价值，必须对AIGC生成的内容进行规制。
[bookmark: _Hlk162599660][bookmark: OLE_LINK19]3 AIGC的算法对齐与内容纠偏
对齐（Alignment）是AI伦理规制众多手段中不能回避的一个核心概念。简•莱克（Jan Leike）等人提出“人工智能对齐”（AI alignment）概念，意在使AI系统的行为符合人类的意图和价值观[14]，人工智能对齐关注AI系统的意图和目标，而不是它们的能力。斯图尔特·罗素（Stuart Russell）等人提出“价值对齐”（Value Alignment）[15]概念，将此称为价值一致性问题，即我们如何构建具有“与人类一致”价值观的自主系统，以确保AI系统的选择和行动所体现的价值与所服务的人的价值相一致。在他们看来，构建智能系统的挑战在于以不对人类构成威胁的伦理优先性来建立自主系统，机器的目的必须是最大限度地实现人类的价值，并且机器必须能够通过观察人类做出的选择来了解人类的价值。对齐概念的提出是基于AI发展的安全需要，即需要确保任何未来的AGI 或超智能（superintelligence）将对人类价值友好，并与人类的利益、生存和需求保持一致。
在价值对齐的要求下， AIGC内容生成的过程中人们应确保内容的生成不仅在算法设计阶段就嵌入社会道德和价值标准，还应在使用阶段履行价值鉴别的义务。因此，对AIGC的内容规制可以从内在主义与外在主义两条进路进行价值对齐。
[bookmark: OLE_LINK7]3.1  内在主义进路：算法设计者的算法价值对齐
内在主义区别于“外在主义”进路的地方在于，把伦理与技术的关系从“对立”转换为“合作”；把伦理的职责从外在的“监督”转变为内在的“介入”；把关注的焦点从下游的“应用”环节转移到上游的“设计”环节[16]。按照内在主义的路径，算法设计者在设计环节就需要改进算法来对AIGC进行伦理规制，使其生成的内容既要保证能够改善已经存在的安全隐患，又要符合人类的价值观、伦理要求。
首先，内在主义坚持从技术改进的角度对伦理问题进行治理。对于已经存在的安全隐患进行算法改进，需要从建立有效的技术机制提升数据库的质量入手。针对由于数据库中数据隐含的偏见等隐患，建立符合人类价值观的数据库，兼之可以尝试针对现有的数据库进行有针对性的筛选，提高数据质量。透明性和可解释性是算法设计阶段需要加强对齐的方向。针对大模型暴露出的生成内容的不准确性，算法过程缺乏透明性和可解释性的问题，OpenAI提出未来的大模型发展要建立在价值对齐的基础上，从“弱到强的泛化、可解释性、可扩展监督”[17]等方面进行重点研究。此外，可以通过“经验获取”的方式让机器“学习”道德。AI系统将越来越多地以伦理原则为指导进行设计，针对AIGC技术引入伦理考量指标，对数据的公平性校准，有针对性地增强模型的透明性和解释性，从而实现伦理嵌入设计（ethics by design）[18]。
[bookmark: OLE_LINK12]内在主义要求充分调动技术在伦理层面的积极作用。随着AIGC的发展，更重要的是找到方法来应对人类价值中存在的非理性、不一致、意志薄弱和计算能力有限的缺陷。在算法设计中如何克服人类存在的行为与价值观冲突的问题是一个难点。由于人类会表现出不同的价值观，这意味着机器必须对人与人之间潜在的价值观冲突保持敏感的状态，能够识别并作出适当的调节与决策。AI的发展和应用应该考虑多种利益和价值观，并通过社会讨论和决策确定其应用的边界，对其进行规制和引导[19]。因此，除了在大模型的算法设计阶段内嵌道德要求，单独训练模型以帮助人类区分正确的、误导性或欺骗性的内容也是目前企业尝试的一个方向。对AI系统进行伦理设计的根本目标，就是使其能够按照人类认为正确的方式进行道德推理与行动，这是人工智能伦理研究中最为重要也最为困难的内容[20]。大语言模型特别适合用于自动对齐的辅助研究，它们能够从互联网中获取大量关于人类价值的知识和信息，因此训练出范围“更窄”的AI系统可以在更具体的相关领域中实现类似人类水平的能力。侧重于为超智能的AI系统设计可扩展的训练信号是目前对齐的主要研究方法，通过利用人类反馈（human feedback）来训练模型、训练AI系统辅助人类评估以及训练人工智能系统进行比对研究[21]。这些模型被训练来遵循人类的意图，既包括指令给出的显式意图，也包括诸如真实性、公平性和安全性等隐式意图。在对齐要求下设计的模型要与人类的行为具有一致性，其目标是创建更安全的模型，使其与人类的价值观一致，并且可靠和可控。
内在主义要求伦理应成为技术监管的内生要素。在算法监管层面，应建立有效的监管机制，按照伦理要求对AIGC生成的内容进行定期审查和评估，并及时处理和反馈不当内容，从而保证机器生成内容的安全可控。目前，AIGC产品背后的科技企业主要通过对数据进行过滤和人工审核等方式进行监管。第一种是使用文本分类器和图像分类器等技术来对不适当的内容进行一个预先的过滤。大模型的训练是使用一个审核端口在源头进行审核的，这允许在训练期间将不适当的请求推回——包括性内容、仇恨内容、暴力、自我伤害和骚扰等敏感话题。以OpenAI为例，文本分类器可以检查并拒绝违反使用政策的文本输入提示，图像分类器可以用于审查生成视频的每一帧，确保在向用户显示之前符合使用政策。第二种方式是进行对抗性测试。企业开发人员通过与评估错误信息、憎恨内容和偏见等的专家一起对模型进行伦理方面的对抗性测试，这属于专业方向的人工过滤与监管。第三种方式是开发检测具有误导性质内容的工具。上述内容过滤的手段通常用于确保与社区准则和法规一致，以便更好地控制生成的内容。这些分类、过滤算法的设计看似反映了合理的默认行为和广泛的用户价值观，但是如何制定过滤行为的边界标准还存在争议。不同国家的文化禁忌、社会伦理、公共秩序、道德等既有价值体系等因素都需要被纳入考量标准，并且针对不同的国家、民族，需要开发技术的企业有特定的审查标准。例如，某些国家可能更侧重于保护表达自由，即便是在涉及政治敏感话题时，也倾向于采取较为宽松的监管态度；而另一些国家则可能基于维护社会稳定、保护未成年人免受伤害等考量，对上述内容进行更为严格的限制与监管。
[bookmark: OLE_LINK6]3.2  外在主义进路：提词者的内容纠偏对齐
[bookmark: OLE_LINK24]外在主义进路主张首先分析技术所带来的伦理问题，然后寻找应对该问题的伦理原则，最后通过伦理的规约来缓和或消除这些伦理问题[16]。相对于内在主义强调伦理的内生性，外在主义更注重从外在监督以及人的自主能动性方面对不适宜内容进行纠正。
[bookmark: OLE_LINK22][bookmark: OLE_LINK23]外在主义进路强调人的自主能动性。提示者应该履行不引导、不诱导AI生成不道德内容的义务。鉴于AIGC的使用模式与公共搜索平台在形式上存在显著差异，特别体现在其一对一的私密交互方式上，用户在引导内容生成过程中所受的外在监督几乎可忽略不计。在此情境下，个人自由得到了显著扩展，然而这可能导致用户忽略对他人及社会的道德责任与义务。他律原则虽然能够在一定程度上强制人们遵守规范，但往往缺乏内在的自觉性和自愿性。在AIGC的使用中，道德自律成为规范使用行为的一种独特力量。在提词者与系统互动的过程中，用户通过下达主动式的指令展现出一种积极主动的姿态，平台在接收这些指令并据此生成相应需求的内容时，则表现出一种被动响应的态势。由此，提词者的指令与引导在内容生成结果中占据主导性的地位，对最终生成的内容具有重要影响。在这样的运行模式下，提词者的道德自律对于AIGC的伦理规制有着重要的影响。应当明确界定何为不适当的内容，包括但不限于侮辱、歧视、暴力、色情、违法等内容。其次，提词者应当在使用AI之前充分了解其工作原理和生成内容的机制，以便更好地理解AIGC的局限性，避免提出可能导致不道德内容生成的指令或问题，在现有法律和制度框架下进行自我的道德约束。
[bookmark: OLE_LINK25]外在主义进路重视对技术的外在监督。提词者应该履行甄别、鉴别和纠正AI生成不道德内容的义务。这一责任要求用户深入了解相关技术的工作原理及其潜在局限性，通过细致观察、深入分析，以及与其他内容比较，评判AIGC生成的内容是否真实、是否符合道德标准。为了进一步提高鉴别不道德内容的准确性，用户可以利用专业的工具和平台，对生成的内容进行更为精细的筛选和过滤。此外，用户还应培养批判性思维，保持独立思考，避免盲目接受机器生成的内容，坚持对其进行严谨的评估和审查。对于存在疑虑的内容，提词者应当采取谨慎的态度，进一步核实其真实性和准确性，以避免传播错误或误导性的信息。一旦发现AI生成了不道德内容，应立即采取纠正措施，如删除或修改这些内容，并向相关平台报告，以便得到及时有效的处理。此外，在与他人分享机器生成的内容时，提词者应格外谨慎，避免传播任何可能引发误导、不道德或有害的信息。这种负责任的态度不仅有助于维护信息环境的健康和稳定，还能推动AIGC技术的健康发展，使其更好地服务于社会大众，实现技术与社会伦理的和谐共生。此外，吸收真实世界中广泛使用者的体验反馈也是一项有效提升产品质量、贴近人们真实需求的措施。尽管平台在产品使用投入前已经进行广泛的研究和测试，仍然无法预测人们使用其技术的所有有益方式，也无法预测人们滥用其技术的所有方式。因此，应该鼓励使用AIGC技术的教育工作者、相关联的艺术家以及世界各地的政策制定者参与到AIGC技术的内容规制工作中来，收集社会广泛层面对该技术的真实的体验反馈，以此提升AIGC内容生成的专业水平。
4 结语
AIGC的伦理规制问题不仅构成了人工智能技术应用与创新的基石，还深刻关联着隐私安全、偏见、个人权利保障等核心伦理议题。从揭示AIGC的本质角度入手，厘清了AIGC在创造力、知识价值以及技术决定论中的误区，为伦理规制责任划分的合理性提供了佐证，兼之从后果论的角度为AIGC伦理规制的正当性和必要性进行了辩护。内在主义路径强调在算法设计阶段即融入道德考量，确保AIGC系统从源头上遵循伦理原则；而外在主义路径则关注在算法使用阶段进行伦理监督与引导，通过制定法规、政策等手段规范技术应用行为。两种路径的有机结合，不仅探索了AIGC算法层面的道德适配性提升，还加强了内容层面的伦理审查与调整，为AIGC技术的长期可持续发展构筑了坚实的伦理防线，确保了技术进步与伦理价值的和谐共生。
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